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Abstract 

The growth of sales business actors is increasing, so there is a need to predict sales levels for future 
sales so as not to experience financial losses. This research aims to obtain an accurate sales-level prediction 
model. The seller will understand the important features that influence the level or value of sales. The method 
used in this research is the Machine Learning (ML) regression algorithm, which uses hyperparameter tuning. 
The preprocessing stage in this research is very important to produce better prediction values. This research 
produced the best algorithm, namely XGBoost, with a Root Mean Squared Error (RMSE) result of 968 and a 
Mean Absolute Error (MAE) value of 713. These results are better than those of previous research using the 
same XGBoost algorithm but not optional tuning hyperparameters, namely RMSE of 1052 and MAE of 739.03. 
So by using optuna tuning hyperparameters you can reduce the error value of the prediction results. 
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Abstrak 

Pertumbuhan pelaku bisnis penjualan semakin meningkat, untuk itu perlu adanya suatu prediksi 
terhadap tingkat penjualan untuk penjualan masa depan agar tidak mengalami kerugian finansial. Tujuan 
dari penelitian ini adalah untuk mendapatkan model prediksi tingkat penjualan dengan akurat. Pihak 
penjual akan memahami fitur-fitur penting yang mempengaruhi terhadap tingkat atau nilai penjualan. 
Metode yang digunakan dalam peneltiian ini adalah algoritma regression Machine Learning (ML) serta 
menggunakan hyperparameter tuning. Tahap preprocessing dalam penelitian ini sangat penting untuk dapat 
menghasilkan nilai prediksi yang lebih baik. Hasil dari penelitian ini menghasilkan algoritma terbaik yaitu 
XGBoost dengan hasil Root Mean Squared Error (RMSE) adalah 968 dan nilai Mean Absolute Error (MAE) 
adalah 713, hasil tersebut lebih baik dari hasil penelitian sebelumnya dengan menggunalan algoritma yang 
sama yaitu XGBoost tetapi tidak menggunakan hyperparameter tuning optuna menghasilkan nilai RMSE 
sebesar 1052, dan MAE sebesar 739.03. Sehingga dengan menggunakan hyperparameter tuning optuna 
dapat menurunkan nilai error hasil prediksi. 
 
Kata Kunci : Prediksi, Penjualan, Hyperparameter, Optuna, XGBoost 
 
 
 
1. INTRODUCTION 
 

A period of transformation supported by 
digitalization, information, communication 
technology, and artificial intelligence has resulted 
in rapid technological developments [1]. 
Increasingly sophisticated technology can be 

helpful in various fields, such as business and 
economics, resulting in many researchers 
arguing that increasingly sophisticated 
technology will usher in a new era [1]. In the field 
of business and economics, sales activities are 
undoubtedly inseparable. Sales is an action 
carried out by a company or retail store to 
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maintain its business so that it continues to grow 
and obtain the desired profits. Therefore, to 
maintain maximum profits, an accurate 
prediction of the level or value of sales needs to 
be made [2]. 

Some retail stores still use simple 
technology, such as Microsoft Excel, to estimate 
sales, sometimes based only on the leader's 
wishes and only on expected estimates [1]. 
Sellers will need data regarding demand for 
products currently on the market to decide 
whether to increase or decrease the number of 
product units. Business people will constantly 
improve sound quality to satisfy consumers with 
the products or goods they buy. Business people 
will also compete in the market for the products 
or goods they own. If a business competes in the 
market without considering principles, then the 
business will be at risk of experiencing financial 
losses. 

With sophisticated technology, it can 
enable companies to carry out accurate sales 
level prediction analysis. A business company 
needs to have the ability to estimate product 
sales. Accurate predictions or forecasting can 
help businesses in companies maximize 
investment, reduce inventory costs, increase 
sales and profitability, and avoid danger [3]. With 
accurate predictions about how sales will be in 
the future, business growth can be adequately 
managed and will have fatal consequences for 
sales [3]. Prediction is an action to predict 
circumstances or conditions for the future by 
testing past data. Sales prediction is a forecast of 
future sales based on past sales that occurred [4]. 
By predicting the level or value of sales, 
companies can make reliable and appropriate 
decisions and optimize their business resources. 
The advantage of business companies in making 
predictions on product sales data is that they can 
determine the current level of demand for 
services or products in the market and future 
demand for products needed by customers. 

Predicting the level or value of sales cannot 
be done just like that, and experts are needed. 
That is, they need to pay attention to the features 
that influence it, such as product type, price, type 
of shop, location, etc. Therefore, predicting the 
level or value of sales is influenced by many 
features. However, these features still need 
sufficient support in predicting sales, so a 
prediction model for the level or value of sales is 
needed accurately based on existing features. 

This research will concentrate on 
forecasting the level or value of sales in a store. 
Product level or value hypotheses impact sales, 
such as brand, price, visibility, and so on, while 

store hypotheses, such as city type, store 
capacity, location, etc. 

There needs to be a detector regarding the 
level or value of product sales in a shop. One 
prediction method that is widely used and is 
considered to be more effective and efficient than 
others is Machine Learning (ML). Another 
method that can be used apart from ML is 
statistical or traditional methods. Still, this 
method requires a lot of time and is expensive, 
whereas using a statistical approach focuses on 
traditional mathematical methods. The 
difference between using ML and statistical 
methods is that methods using statistics are more 
rigid, while using ML can adapt to the problem to 
be detected. ML algorithms are currently widely 
used by large companies worldwide for 
predictions. A collection of statistical methods 
known as ML is the science of developing 
algorithms and statistical models for computer 
systems that can be used to create complex 
applications that can accurately classify and 
predict various types of data [3]. ML is a branch 
of artificial intelligence (AI) that is useful for 
creating models [5]. ML is also a technique or 
method used to learn extensive data and help 
make predictions  [6]. ML learns from data 
distribution to make judgments about incoming 
data. The model or classifier can determine sales 
predictions based on the input features. The 
various processing methods provided by 
Machine Learning ML can be used effectively and 
affordably to forecast future sales. These ML 
algorithms are categorized into Reinforcement, 
Unsupervised, Semi-Supervised, and Supervised 
Learning [7]. ML works in three main parts: the 
decision-making process, error function, and 
model optimization process. 

To increase the accuracy of ML results, you 
can use hyperparameter tuning to get the best 
parameters so that model accuracy increases. 
Hyperparameter tuning is finding the best set of 
hyperparameters from an ML model to get the 
maximum evaluation score [8]. One 
hyperparameter tuning that is relatively new and 
has advantages compared to other 
hyperparameter tuning is optuna 
hyperparameter tuning. Optuna is a 
hyperparameter tuning software framework 
specifically designed for machine learning, which 
is helpful in efficiently optimizing and finding 
more effective hyperparameters. It also has a 
pruning strategy to save computing resources 
and time [9]. 

Several researchers have researched sales 
predictions using ML. G. Beher and N. Nain 2020 
researched sales forecasting or predictions using 
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ML algorithms, namely Linear Regression, 
Decision Tree, Ridge Regression, XGBoost with 
Mean Absolute Error (MAE) and Root Mean 
Squared Error (RMSE) matrices to measure 
model performance and the value obtained is that 
the XGBoost model outperforms other methods 
where XGBoost obtains the lowest error value, 
namely the RMSE value is 1052 [10]. This 
research will become the primary reference for 
the research carried out. It is hoped that the 
results of this research will provide benefits to 
help accurately predict product level sales or 
product value in a store, thereby producing 
better accuracy values and reducing the risk of 
financial loss. 
 
2. RESEARCH METHODOLOGY 
 
2.1. Research Flow Scheme 

Several stages were carried out in this 
research. These steps can be depicted in Figure 1 
as follows:  

 
Figure 1. Research Methodology 

2.2. Data Collection 
In this research, data collection was carried 

out by searching for data secondaryly, namely 
publicly. The public data taken is data regarding 
product sales at Big Mart stores. This public data 
was taken from the online site at 
https://www.kaggle.com/datasets/brijbhushan
nanda1979/bigmart-sales-data/data. Product 
sales data at Big Mart stores consists of 12 
attributes, 8523 train data, and 5681 test data. 

 

2.3. Data Preprocessing 
There are several stages in the data 

preprocessing process carried out in this 
research. Namely, the first stage is the 
Exploratory Data Analysis (EDA) process. EDA is 
a process carried out in data preprocessing that 
is applicable to help produce analysis results that 
help find patterns in data [11]. Then, the feature 
selection process, replacement of missing values, 
and feature engineering are carried out. The 
stages in the preprocessing process are carried 
out to provide convenience in the training data 
experimentation process to produce better 
model predictions. They can provide prediction 
results with smaller model error values. 

 
2.4. Feature Selection 

The process after EDA data preprocessing is 
to carry out feature selection. In this process, 
choosing what features will be used in the 
prediction process is helpful because not all 
features are relevant to the problem at hand. If 
these features are still used, they will affect the 
prediction results, so it is necessary to select 
existing features and lacking features. Influential 
should be removed [12]. The feature selection 
used in this research is using a correlation matrix. 
Matrix correlation functions to investigate the 
relationships that exist between numerical 
variables in a dataset [13]. 

 
2.5. Replace Missing Value 

The replace missing value stage is the stage 
where the data contains NaN or empty values. 
Therefore, it is necessary to fill in NaN values in 
the empty attributes [14]. Attributes with 
missing values or NaN are not removed because 
they are a better choice. After all, data is well-
spent. 

 
2.6. Outlier Detection 

Outlier detection will try to catch cases 
showing significant deviations from the existing 
majority pattern  [15]. The outlier detection 
process is a process that is not easy to carry out 
because not all existing values are identified as 
outliers, so a statistical method is needed to 
identify and eliminate data that is in the 
abnormal range in the data set. 
 
2.7. Feature Engineering 

Feature engineering is necessary because the 
features in the data greatly influence the model 
performance results  [16]. In the engineering 
process, an engineering process is carried out on 
several features in the dataset, namely the 
item_fat_content attribute because this attribute 
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has upper and lower case letters, so it needs to be 
combined and added categories to 
item_fat_content, namely non-edible. Label 
encoding is carried out in the outle_size, 
item_fat_content, outlet_type, and 
outlet_location_type attributes, namely, changing 
non-numerical data into numeric value data. In 
the item_identifier attribute, the attribute is 
changed to item_identifier_categories, and 
products are categorized into three categories: 
food, drinks, and non-consumable goods [10]. 
Then, one hot encoding process will be carried 
out on the item_type, item_identifier_categories, 
and outlet_identifier tables.  

 
2.8. Splitting Train-Test 

At the splitting train and test stage, the data 
is divided into two parts based on the split 
selected as training data and the rest as testing 
data. Train data functions to fit the model in the 
ML process, while test data functions to evaluate 
the results of the fit model in the ML [17]. The 
split used in this research is 80:20. 

 
2.9. Learning Model 

After going through the data preprocessing 
process and splitting, the dataset is tested using 
an ML algorithm at the learning model stage. 

 
2.10. Evaluation Model 

After the testing process uses the ML 
algorithm, it will produce a prediction value, 
namely displaying the error value. The method 
for displaying the error value uses evaluation 
methods, namely RMSE, MAE, R2 Score, CV Score 
Mean, and Std. 

 
2.11. Results 
 After experiments and trials, the best model 
will be produced, with the smallest error value 
obtained compared to reference research. 
    
3. RESULTS AND DISCUSSION 

In this research, several experiments were 
carried out, namely as follows: 

 
3.1 ML Algorithm 

In the first experiment, ML algorithm 
experiments were carried out without 
hyperparameter tuning, and no outlier detection 
process was carried out during data 
preprocessing. The following are the results of 
using the ML algorithm without hyperparameter 
tuning and without outlier detection in the data 
preprocessing process, which can be seen in 
Table 1. 

 

TABLE I. ML ALGORITHM TEST RESULTS 

Model 
RM
SE 

MA
E R2 

CV 
Sco
re 
Me
an 

CV 
Scor

e 
Std 

XGB 
Regressor 

118
5 

83
9 

0.5
19 

118
6 

46.3
97 

Random 
Forest 
Regressor 

115
2 

81
7 

0.5
46 

115
8 

39.6
74 

LGBM 
Regressor 

111
3 

78
1 

0.5
76 

111
4 

38.1
92 

Lasso 
113

0 
85
1 

0.5
63 

112
9 

42.0
14 

AdaBoost 
Regressor 

119
2 

92
7 

0.5
14 

118
9 

83.3
45 

Decision 
Tree 
Regressor 

157
1 

10
97 

0.1
55 

155
9 

50.0
6 

CatBoost 
Regressor 

111
5 

78
9 

0.5
74 

112
5 

42.5
39 

Ridge 
113

1 
85
2 

0.5
62 

113
0 

41.4
88 

KNeighbors 
Regressor 

124
2 

89
8 

0.4
72 

123
6 

40.8
69 

SVR 
155

1 
11
58 

0.1
77 

155
0 

61.4
22 

ElasticNet 
124

5 
93
5 

0.4
7 

123
8 

50.3
34 

Extra Trees 
Regressor 

122
4 

86
0 

0.4
87 

125
3 

43.0
14 

MLP 
Regressor 

115
5 

87
5 

0.5
44 

115
6 

44.4
1 

Huber 
Regressor 

115
0 

85
4 

0.5
47 

114
0 

46.6
55 

RANSACReg
ressor 

128
7 

94
1 

0.4
33 

128
0 

63.4
3 

 
The first experiment using a regression 

algorithm from 15 ML algorithms without using 
hyperparameter tuning and without carrying out 
an outlier detection stage during preprocessing, 
produced relatively high error values, namely an 
average RMSE value above 1100, an average MAE 
value above 780, an average R2 value -average 
produces a value close to 1. Each algorithm's 
mean CV Score value is still above 1000, while the 
CV Score Std value has a reasonably high error 
value above 35. 
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3.2 ML Algorithm+Hyperparameter Tuning 
Random Search 

TABLE II. ML ALGORITHM+HYPERPARAMETER 
TUNING RANDOM SEARCH TEST RESULTS 

Model 
RM
SE 

MA
E R2 

CV 
Sco
re 
Me
an 

CV 
Scor

e 
Std 

XGB 
Regressor 

109
3 

77
6 

0.5
91 

109
0 

39.0
99 

Random 
Forest 
Regressor 

109
0 

77
2 

0.5
93 

108
0 

41.5
13 

LGBM 
Regressor 

108
7 

77
6 

0.5
95 

107
7 

40.9
20 

Lasso 
113

0 
85
1 

0.5
63 

112
9 

42.0
14 

AdaBoost 
Regressor 

112
5 

83
5 

0.5
67 

111
9 

40.4
54 

Decision 
Tree 
Regressor 

110
9 

79
4 

0.5
79 

110
4 

41.9
72 

CatBoost 
Regressor 

127
6 

99
6 

0.4
43 

127
8 

48.6
96 

Ridge 
113

1 
85
2 

0.5
62 

113
0 

41.4
88 

KNeighbors 
Regressor 

112
8 

82
3 

0.5
64 

113
6 

38.9
79 

SVR 
268

7 
23
95 

-
1.4
68 

264
4 

50.5
68 

ElasticNet 
113

0 
85
0 

0.5
63 

112
9 

42.0
95 

Extra Trees 
Regressor 

108
1 

76
4 

0.6
00 

108
0 

40.2
50 

MLP 
Regressor 

110
2 

78
1 

0.5
84 

109
4 

38.2
41 

Huber 
Regressor 

114
7 

84
7 

0.5
50 

114
2 

46.5
97 

RANSACReg
ressor 

123
2 

93
6 

0.4
81 

127
0 

49.1
18 

 
 In the second experiment, experiments were 
carried out using the ML algorithm, namely the 
regression algorithm, and hyperparameter 
tuning using random search without outlier 
detection. The results of the second experiment 
produced the lowest error value obtained by the 
extra trees regressor algorithm. However, the 
error value was still very high. Namely, the 
average error value of the 15 algorithms used, 
namely the RMSE error value, was still above 
1000; therefore, it was necessary to try again. 
 
 

3.3 ML Algorithm+Hyperparameter Tuning 
Optuna 
 

TABLE III. ML ALGORITHM+HYPERPARAMETER 
TUNING OPTUNA TEST RESULTS 

Model 
RM
SE 

MA
E R2 

CV 
Sco
re 
Me
an 

CV 
Scor

e 
Std 

XGB 
Regressor 

109
6 

77
4 

0.5
89 

108
6 

41.8
36 

Random 
Forest 
Regressor 

109
5 

77
4 

0.5
9 

108
7 

40.1
49 

LGBM 
Regressor 

109
4 

77
5 

0.5
9 

108
7 

39.8
64 

Lasso 
113

0 
85
1 

0.5
63 

112
9 

42.0
14 

AdaBoost 
Regressor 

113
1 

82
7 

0.5
62 

111
8 44.5 

Decision 
Tree 
Regressor 

171
0 

13
65 

-
4.4
21 

161
9 

86..5
94 

CatBoost 
Regressor 

118
7 

91
3 

0.5
18 

118
6 

50.2
72 

Ridge 
113

1 
85
2 

0.5
62 

113
0 

41.4
88 

KNeighbors 
Regressor 

124
7 

94
0 

0.4
68 

125
1 

55.0
98 

SVR 
340

6 
31
01 

-
2.9
65 

335
6 

80.0
71 

ElasticNet 
128

8 
96
5 

0.4
32 

127
9 

51.4
03 

Extra Trees 
Regressor 

108
7 

77
0 

0.5
96 

335
6 

80.0
71 

MLP 
Regressor 

114
1 

84
8 

0.5
55 

111
9 

37.4
85 

Huber 
Regressor 

123
3 

92
1 

0.4
8 

122
0 

48.4
62 

RANSACReg
ressor 

133
9 

99
2 

0.3
87 

126
7 

56.9
92 

 
 In the third experiment, experiments were 
carried out using the ML algorithm, namely the 
regression algorithm used, and hyperparameter 
tuning was carried out using Optuna without 
outlier detection. The results of the third 
experiment produced relatively high error 
values. The results of the third experiment 
showed that the best algorithm was a random 
forest regressor. However, the error value was 
still high, namely the RMSE value above 1000; for 
this reason, it was necessary to test again. 
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3.4 ML Algorithm+ Outlier Detection 
 

TABLE IV. ML ALGORITHM+OUTLIER 
DETECTION TEST RESULTS 

Model 
RM
SE 

MA
E R2 

CV 
Sco
re 
Me
an 

CV 
Scor

e 
Std 

XGB 
Regressor 

109
2 

77
9 

0.4
6 

105
1 

36.8
09 

Random 
Forest 
Regressor 

104
7 

75
2 

0.5
04 

102
4 

29.5
36 

LGBM 
Regressor 

101
3 

73
0 

0.5
36 989 

27.4
74 

Lasso 
101

4 
77
9 

0.5
34 

100
2 

34.6
56 

AdaBoost 
Regressor 

101
4 

76
0 

0.5
35 

100
2 

31.7
67 

Decision 
Tree 
Regressor 

142
8 

10
16 

0.0
77 

140
5 

43.4
19 

CatBoost 
Regressor 

102
3 

73
6 

0.5
27 992 

30.8
67 

Ridge 
101

6 
78
1 

0.5
33 

100
3 

34.4
31 

KNeighbors 
Regressor 

111
9 

82
1 

0.4
34 

110
2 

29.8
5 

SVR 
133

2 
10
21 

0.1
97 

136
6 

56.4
69 

ElasticNet 
109

8 
83
7 

0.4
54 

111
6 

40.4
96 

Extra Trees 
Regressor 

111
1 

80
2 

0.4
41 

110
4 

39.7
56 

MLP 
Regressor 

101
5 

77
7 

0.5
33 

105
7 

31.8
27 

Huber 
Regressor 

101
7 

77
5 

0.5
32 

100
7 

35.1
48 

RANSACReg
ressor 

108
1 

82
6 

0.4
71 

110
0 

33.0
74 

 
 In the fourth experiment, experiments were 
carried out using the ML algorithm, namely the 
regression algorithm, and in the preprocessing 
process, the outlier detection stage was carried 
out. The results of the fourth experiment 
produced better values. Namely, the error value 
decreased compared to the previous experiment. 
So, by detecting outliers in the dataset, you can 
improve the results of the ML algorithm. 
 
 
 
 

3.5 ML Algorithm+ Hyperparameter Tuning 
Random Search+Outlier Detection 
 

TABLE V. ML ALGORITHM+ HYPERPARAMETER 
TUNING RANDOM SEARCH+DETEKSI OUTLIER 

TEST RESULTS 

Model 
RM
SE 

MA
E R2 

CV 
Sco
re 
Me
an 

CV 
Scor

e 
Std 

XGB 
Regressor 983 

71
7 

0.5
63 971 

31.6
36 

Random 
Forest 
Regressor 976 

71
3 

0.5
69 965 

30.9
7 

LGBM 
Regressor 972 

70
8 

0.5
72 961 

31.5
01 

Lasso 
101

4 
77
9 

0.5
34 

100
2 

34.6
56 

AdaBoost 
Regressor 

100
6 

75
7 

0.5
42 

100
1 

31.6
46 

Decision 
Tree 
Regressor 983 

72
4 

0.5
62 990 

31.0
25 

CatBoost 
Regressor 

112
2 

88
6 

0.4
31 

113
2 

39.1
57 

Ridge 
101

6 
78
1 

0.5
33 

100
3 

34.4
31 

KNeighbors 
Regressor 

103
0 

76
0 

0.5
2 

101
4 

28.3
47 

SVR 
184

9 
16
05 

-
0.5
44 

187
2 

37.7
69 

ElasticNet 
101

4 
77
9 

0.5
34 

100
2 

34.7
16 

Extra Trees 
Regressor 970 

70
7 

0.5
74 961 

31.8
23 

MLP 
Regressor 988 

73
3 

0.5
58 978 

42.7
78 

Huber 
Regressor 

102
1 

77
5 

0.5
29 

101
0 

36.4
17 

RANSACReg
ressor 

112
9 

87
6 

0.4
23 

111
7 

42.7
41 

 
The fifth experiment produced quite good 

values when the fifth experiment used 
hyperparameter tuning random search and 
added an outlier detection process during the 
preprocessing process. However, when using 
random search hyperparameter tuning, the SVR 
algorithm experienced a decrease. 
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3.6 ML Algorithm ML+Hyperparameter 
Tuning Optuna+Outlier Detection 
 

TABLE VI. ML ALGORITHM+HYPERPARAMETER 
TUNING OPTUNA+OUTLIER DETECTION TEST 
RESULTS 

Model 
RM
SE 

M
AE R2 

CV 
Sco
re 
Me
an 

CV 
Sco
re 

Std 
XGB 
Regressor 968 

70
8 

0.57
6 963 

31.9
91 

Random 
Forest 
Regressor 977 

71
2 

0.56
8 967 

29.3
73 

LGBM 
Regressor 971 

70
9 

0.57
3 962 

32.6
17 

Lasso 
101

4 
77
9 

0.53
4 

100
2 

34.6
56 

AdaBoost 
Regressor 

100
6 

75
6 

0.54
2 

100
2 

32.1
64 

Decision 
Tree 
Regressor 

148
8 

12
11 

-
0.00
03 

150
0 

53.8
11 

CatBoost 
Regressor 

105
1 

81
8 0.5 

105
8 

42.4
03 

Ridge 
101

6 
78
1 

0.53
3 

100
33 

34.4
31 

KNeighbors 
Regressor 

109
4 

83
0 

0.45
8 

112
2 

35.2
11 

SVR 
189

5 
16
50 

0.62
2 

192
9 

37.5
45 

ElasticNet 
113

2 
86
2 0.42 

115
4 

41.4
53 

Extra Trees 
Regressor 973 

70
7 

0.57
2 

192
9 

37.5
45 

MLP 
Regressor 998 

74
5 

0.54
9 

100
6 

39.4
1 

Huber 
Regressor 

105
8 

80
7 

0.49
4 

107
2 

39.8
97 

RANSACReg
ressor 

109
4 

85
1 

0.45
8 

112
2 

40.7
43 

 
 In the sixth experiment, the ML algorithm 
uses optuna hyperparameter tuning and an 
outlier detection process is carried out during 
data preprocessing. There is a pretty good 
decrease in the error value compared to the fifth 
experiment, where the sixth experiment 
produces the algorithm with the lowest error 
value, namely the XGBoost algorithm. The error 
value in the XGBoost algorithm decreased by 15 
in the RMSE value, and the MAE error value 
decreased by 9, while the R2 value also improved, 
namely 0.576, and the CV Score mean and Std 

values were also better than in the fifth 
experiment. 
 After generating predicted values using the 
R2, MAE, RMSE, CV Score Mean, and Std 
evaluation matrices from each ML algorithm with 
six trials, it was found that XGBoost Regressor 
obtained the best algorithm with optuna 
hyperparameter tuning and when the outlier 
detection process was carried out during the data 
preprocessing process. 
 The research results produced an RMSE 
value of 968 and an MAE value of 713, and this 
shows that the research results showed that the 
RMSE error value decreased by 84 and the MAE 
value decreased by 26.03 from the reference 
paper. 

 
TABLE VII. PREDICTION OF RESULTS USING THE 
REFERENCE MODEL 

Nama RMSE MAE 
ML Algorithm 
+Optuna+Outlier 
Detection 968 713 

Reference Paper 1052 739.03 
 

From several experiments that have been 
carried out on several ML algorithms, it was 
found that the best results used to predict the 
level/value of product sales in stores were 
experiments with the XGBoost Regressor 
algorithm using Optuna hyperparameter tuning 
with outlier detection producing quite good error 
values compared to the reference paper. That is, 
it produces an RMSE error value of 968, reducing 
the error value by 84. 

Figure 2 below shows several examples of 
predictions of sales levels or values using Big 
Mart sales data. 

 
 

Figure 2. Prediction Of Product Sales Levels 
 

The results of the prediction of the level or 
value of product sales, where from the 5 
examples of predicted data, the outlet_type, 
which is a grocery store type in the table, has a 
value of 0, has the lowest sales value compared to 
supermarket type, stores, even though the store 
is old. Meanwhile, sales in supermarkets are 
higher, and even though the size of the shop is 
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medium, sales are still significant. This is due to 
one of the shop locations, where residents in tier 
3 prefer supermarkets to grocery shops. 

 
Figure 3. Feature Importance Value 

 
Figure 3 shows the value of feature 

importance using the XGBoost algorithm model 
with optuna tuning hyperparameters because it 
has the lowest prediction error value. The results 
of the feature importance value show that the 
item_MRP attribute is the highest. This shows 
that the item_MRP attribute has the most 
influence on predicting a store's value or level of 
product sales. Then, continue with item_weight, 
the second most influential attribute in 
predicting sales level or value. Other influential 
attributes are outlet_age, outlet_type, 
outlet_location_type, item_fat_content, 
outlet_size, outlet_identifier, item_identifier, and 
item_type. 
 
4. Conclusions and Suggestions 

The choice of ML algorithm determines the 
results of good predictions from existing data and 
is also determined by the parameters used. 
Optuna hyperparameter tuning can reduce the 
error value in the XGboost regressor algorithm 
and is the best algorithm result compared to 15 
other experimental algorithms. Outlier detection 
in the preprocessing process can improve the 
results of the ML algorithm. Evaluation results 
from research that has been carried out using the 
metrics RMSE, MAE, R2, CV Score Mean, and Std 
show that by using an ML algorithm model with 
optimal hyperparameter tuning and carrying out 
an appropriate preprocessing process, namely by 
carrying out outlier detection, it is possible to find 
a model with the correct error value—decreased 
compared to algorithm experiments without 
outlier detection. The influential features from 
the research results that have been carried out 
are the item_MRP, item_weight, outlet_age, and 
outlet_type features. So, the value or level of 
product sales is influenced by the product's retail 
price. 

The suggestions from this research are to re-
adjust each parameter of the ML algorithm used 
to improve the performance of the best algorithm 
in predicting the level or value of product sales in 
stores and develop the use of other data 
preprocessing processes, such as for handling 
outlier data, and also carry out the development 
of feature selection in selecting attributes that 
have a strong influence on the algorithm model 
used and do not reduce the results of the 
algorithm used, as well as carry out further 
development of the use of hyperparameter 
tuning to improve the results of the algorithm 
used. 
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